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lodine chemistry In
the coastal marine

atmosphere

The sources, abundance and impacts of halogen compounds have been widely
studied in atmospheric chemistry for several decades, with much attention previ-
ously focussed upon the involvement of man-made chlorine and bromine species in
stratospheric ozone depletion. In this article, ECG committee members William
Bloss and Stephen Ball consider a different angle on atmospheric halogen chemis-
try, looking at the role of naturally occurring iodine species in the marine boundary
layer (the lowermost layer of the atmosphere over the oceans). The focus is on
mid-latitude coastal regions, where a number of recent field measurements have
elucidated aspects of iodine’s sources, its behaviour and the impacts of its chemis-

try on the atmospheric environment.

lodine sources and atmospheric
chemistry in the marine environment

The primary sources of iodine species to the marine
atmosphere are iodocarbons (RI) such as CH,l,, CH,IBr and
CH;l, and molecular iodine, I, [see for example the reviews
by Carpenter (2003) and von Glasow & Crutzen (2007)].
Iodocarbons are released by various marine organisms,
including macroalgae (seaweeds), which live in coastal
regions, and phytoplankton living in the surface waters of
the ocean. Atmospheric mixing ratios of iodocarbons are
typically around the pptv level, although they can be
significantly higher in regions of high biological
productivity (pptv = parts per trillion by volume: 1 part in
10'%). The major source of I, is seaweeds, particularly
species of kelps such as Laminaria digitata which can have
an iodine content as high as 1 % of their dry mass
(Verhaeghe et al., 2008). As we will see below, in coastal
regions I, release from seaweeds can be overwhelming and
can dominate other iodine sources.

The biological drivers for halogen release remain unclear.
Studies on seaweeds indicate that iodine species are released
as a stress response to factors such as desiccation and
exposure to UV light or ozone. lodine may also be involved
in the physiological protection of the plant from toxic active
oxygen species such as hydrogen peroxide. Haloperoxidase

enzymes are thought to catalyse the reaction of hydrogen
peroxide with halide anions, leading to the formation of
hypoiodous acid, HOI (Palmer et al., 2005).
production of iodocarbons may occur via the haloform

Subsequent

reaction, which involves the substitution of hydrogen atoms
adjacent to a carbonyl group for halogen atoms, either
within the plant cells, or in organic matter suspended in
seawater. It is also possible that iodine is produced in
seawater by inorganic reactions involving dissolved ozone,
iodide (I',q)) and HOL

Once released to the atmosphere, molecular iodine and most
iodocarbons undergo solar photolysis on timescales ranging
from seconds (I,) to minutes (e.g. CH,l,) to a few days (e.g.
CH;l), leading to the release of constituent iodine atoms into
the lower atmosphere.

L,RI+hv—1

It is worth noting that the timescales for liberating free
iodine atoms are very much faster than the timescales for the
release of chlorine or bromine atoms from long-lived
anthropogenic chlorofluorocarbons which only undergo
significant photolysis in the stratosphere (typical lifetime =
tens of years). Thus iodine compounds simply do not persist
long enough in the atmosphere to be mixed upwards and
affect stratospheric ozone chemistry.
atoms do react with ozone close to the surface, leading to

However, iodine
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Figure 1: The atmospheric chemistry of inorganic iodine species in the marine boundary layer.

the formation of the gas-phase 10 radical which lies at the
centre of marine boundary layer iodine chemistry (Figure
1). Subsequent reactions of IO can regenerate iodine atoms
leading to catalytic ozone destruction cycles, for example
via some channels of the 10 self-reaction:

2xX I+O3—>IO+02
I0+10 - 1+1+0,
Net 203 —>302

(All reactions refer to gas-phase species unless otherwise
indicated).
troposphere, and is a pollutant harmful to human health,

Ozone acts as a greenhouse gas in the

vegetation and certain materials, for example some plastics
and rubber. Consequently, processes that affect ozone
concentrations are of considerable interest to atmospheric
chemists. Tropospheric ozone also acts as the precursor to
the key atmospheric oxidant, the hydroxyl radical (OH).
The OH radical acts as a natural cleansing agent for the
atmosphere. The reaction with OH initiates (and is usually
the rate-determining step in) the degradation of many
organic compounds, pollutants and greenhouse gases such
as methane emitted into the atmosphere from both natural

and anthropogenic sources. Processes which affect ozone

and/or OH abundance can therefore affect atmospheric
oxidising capacity.

The 10 radical also interacts with other atmospheric
radicals, including HO, (OH + HO,), for example via the
sequence:

10+ HO, — HOIL + O,
HOI + hv — OH + 1
I1+0; - I0+0,

Net H02+ 03 +hv — OH + 202

The formation and photolysis of HOI therefore converts
HO, to OH, again affecting atmospheric oxidising capacity.
A further effect of this reaction follows from the
heterogeneous loss of HOI (i.e. removal of HOI from the
gas phase to aerosol particles). This leads to a reduction in
OH and HO, levels, as HOy is removed from the gas-phase
system. Concomitantly, the halogens can be returned to the
gas-phase, or even undergo an amplification in

aqueous phase

reactions within aerosol particles (below; X,Y = Cl/Br /)

concentration, through acid-catalysed

which liberate the (lower solubility) di-halogen / inter-
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BBCEAS measurements of |, at Mace Head (INTROP Bioflux)

Anna Hollingsworth & Stephen Ball, Leicester University
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Figure 2: Molecular iodine, I,, measured on the shoreline at Mace Head, Ireland, using broadband cavity-
enhanced absorption spectroscopy (BBCEAS) (a photo of the instrument appears below in Figure 4). |, levels

peak at low tide, at night (shaded regions).

halogen compounds back into the gas phase:
HOX + aerosol — HOX (4
HOX (1) + Y ag) + H'ag) — H200) + XY

A further, and rather different, effect of iodine chemistry is
to drive the formation of new particles in the atmosphere (or
the growth of pre-existing ones). Laboratory studies of gas-
phase iodine reactions have long been afflicted by the
formation of white deposits upon optical surfaces when
appreciable levels of iodine oxides are produced in the
presence of ozone.
atmospheric observations have shown that polymerisation

Recently chamber experiments and

reactions, thought to involve the combination of OIO
monomers (formed through the self-reaction of IO radicals),
can form clusters and ultimately solid-phase particles of bulk
formula 1,05 and/or 1,09 (McFiggans et al., 2004; Saunders
& Plane, 2005).

I0+10 - OI0 +1
n OIO ( +m 03 ‘7) — — (1205)X (s)
— — bulk-phase iodate (105 ")

Hence the biogenic release of iodine source gases could

amplify the number, concentration and/or the size of marine

aerosol particles. If an aerosol particle can then grow
sufficiently by the condensation of ambient water vapour, it
may act as a cloud condensation nucleus (CCN). Particles
that contain a high fraction of soluble inorganic salts (here,
iodate) are thought to be particularly efficient cloud
condensation nuclei. Higher CCN concentrations lead to the
formation of clouds composed of more, but smaller, water
droplets which are brighter (reflecting more solar radiation)
and which persist for longer. Thus, the contribution of iodine
species to the marine particle population could have a
2002).
Understanding the details and quantifying the magnitude of

significant climate influence (O’Dowd et al,
these effects are key issues, which recent laboratory and
field measurements have begun to unravel.

Measurements of iodine chemistry

The atmospheric science community’s expanding interest in
iodine chemistry in recent years is being driven both by a
desire to understand some interesting science and, more
practically, by substantial advances achieved in analytical
instrumentation, which now make it possible to detect iodine
compounds at the very high dilutions found in the ambient
atmosphere. For instance, an automated GC-MS instrument
has been developed for iodocarbons, with impressive
detection limits down to around 0.05 pptv (Carpenter et al.,
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Figure 3: lodine atoms measured on the shoreline at Mace Head, Ireland, using resonance fluorescence detec-
tion (see also Figure 4 and Bale et al., 2008). Figure shows observed | mixing ratios (black points), detection
limit (red circles) and local tide height (blue line; right hand axis). lodine levels peak at low tide, at midday, when

> emission and photolysis are both maximised.

1999). Here atmospheric samples are drawn through an
adsorbent trap to pre-concentrate the iodocarbons; the trap is
then heated to drive off adsorbed molecules, which are
separated by gas chromatography and detected by mass
spectrometry. A pre-concentration methodology (but with a
different detector) has been used for denuder sampling
atmospheric I, into starch solutions (e.g. Saiz-Lopez et al.,
2006). However, I, and, conveniently, also its oxides 1O and
OIO, absorb light at visible wavelengths, and their structured
absorption spectra make them particularly amenable to in
situ spectroscopic detection. Thus any of these three iodine
in an
the
molecule’s characteristic absorption bands and, provided the

compounds can be identified unambiguously

atmospheric sample’s absorption spectrum  via
molecular absorption cross sections are known accurately
from lab measurements, the absorption bands’ intensities
provide a direct measure of ambient concentration (without
the need for further calibrations). The disadvantage of
deploying an absorption measurement for atmospheric
sampling is that the low ambient concentrations of the target
species means that observations need to be conducted over a
very long absorption path through the atmosphere in order to

produce a detectable signal. Long-path differential optical

absorption spectroscopy (DOAS) achieves path lengths of
~10 km by reflecting its light beam off a distant retro-
reflector (a mirror). Indeed atmospheric 10 and OIO were
first observed by DOAS instruments (e.g. Alicke et al.,
1999), and now such methods also routinely detect I,.

DOAS’s typical 5-km-out-5-km-back sampling geometry
means that the concentrations inferred from such a
measurement represent the average concentration of a given
molecule over the entire light path. This presents a problem
when looking at molecular iodine chemistry because I,
emissions from seaweeds tend to be localised on the
shoreline, and because the I, atmospheric lifetime is
extremely short, these emissions are not evenly mixed along
the DOAS light path. A “point measurement” analogue of
DOAS is provided by newly-developed cavity-based
methods such as broadband cavity ringdown spectroscopy
(Ball & Jones, 2003) and broadband cavity enhanced
absorption spectroscopy (Langridge et al., 2008) which
achieve multi-kilometre absorption paths by repeated
reflections of a light beam inside a high finesse optical
cavity composed of extremely efficient mirrors (> 99.99%
reflection efficiency). Certain species can also be quantified
by fluorescence spectroscopy, again as localised point
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Figure 4: Novel instruments for in situ measurements of reactive iodine species deployed at the Mace Head
site. Left panel: A dual channel broadband Cavity-Enhanced Absorption Spectrometer for observations of 10,
OIO and I, — photograph courtesy of Anna Hollingsworth. Right panel: Resonance Fluorescence instrument for
the detection of iodine atoms and photolabile iodine species.

measurements. Thus atmospheric 1O has been detected using
laser-induced fluorescence (Whalley et al., 2007) using an
instrument originally developed to detect the even-less
abundant OH radical, and a resonance fluorescence
instrument has been deployed to measure the ambient iodine
atoms, with a trial deployment showing a strong correlation
between iodine activity and daytime low tide (Bale et al.,
2008).

A consistent observational picture is beginning to emerge
from field studies, particular those conducted at costal sites
with abundant seaweed populations (e.g. Mace Head,
Galway, Ireland; Roscoff, Brittany, France). Generally the
concentration of iodine compounds peaks around low tide
when the seaweed beds are exposed to the atmosphere. 10
and I atom concentrations peak sharply at daytime low tides
their
conversely, I, concentrations peak at night-time low tides

because source is atmospheric photochemistry;
because during the day a substantial fraction of the emitted I,
is probably photolysed during its short wind-borne journey
from seaweed source to the instruments located on dry land
(see Figures 2 and 3). However, all three species are more
abundant for the very lowest low tides, again suggesting that
the source is from seaweed and particularly the deeper-water
seaweeds that are exposed only rarely by unusually low
tides. The more elusive OIO radical remains something of an
enigma — some observations correlate with tide, but others
do not. However, the rapid production of large numbers of
very small iodine-rich aerosol particles in ‘“nucleation
bursts” do strongly correlate with low tides and their

elevated I, levels (Saiz-Lopez et al., 2006).

Outlook

While recent field, laboratory and theoretical studies have
led to significant advances in our understanding of the role
of iodine species in the troposphere, a number of major
uncertainties remain.

The discussion above has focused upon observations at mid-
latitude coastal sites, but these represent a small fraction of
the global marine environment. Is iodine activity also found
in the open ocean at significant levels? Recent observations
from the Cape Verde observatory, located in the tropical
mid-Atlantic remote from coastal influences, have measured
10 at levels of 2 pptv (Read et al., 2008) with associated
ozone destruction rates of 1.8 ppb day™'. The latter may be
compared with a total (boundary layer) ozone level of 30 -
35 ppbv, ie the halogen-driven ozone destruction is
significant (ppbv = parts per billion, by volume). Again
these observations were only from a single location.
However, the first satellite retrievals of 10 (Saiz-Lopez et
al., 2007; Schonhardt et al., 2008) have shown substantial
iodine columns over the Southern Ocean (associated with
sea-ice coverage) and in lower latitude regions such as the
Eastern Pacific. ~ The satellite data cannot accurately
determine the altitude distribution of the 10 column density
retrieved, so the concentrations at specific altitudes cannot
be determined, and further ground-based field observations
will be required to assess the global marine boundary layer
impact of iodine chemistry.

A second issue is our understanding of the fundamental
describing the
behaviour of iodine species in the atmosphere. A number of

photochemical and kinetic parameters
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these are uncertain or simply not known (for example, the

absorption cross-sections of various iodine reservoir
compounds, and the mechanism and kinetics of the route
from OIO through 1,04 and on to formation of clusters and
hence new particles). These uncertainties hamper our ability
to quantitatively model the impact of a given iodine-loading
upon the atmosphere, and will require further laboratory

studies for their resolution.

Finally, the biological mechanism for the production of
iodine species and their physiological function within the
plant remains unclear — and consequently so does our
understanding of any response the system might have to
changing conditions, such as climate or ocean acidity, which
may affect the marine biota ultimately responsible for much
of the atmospheric iodine production. Addressing these and
other questions is the subject of ongoing research activity
within the atmospheric chemistry community, which will
improve our understanding of the behaviour of this
intriguing species in our atmosphere.

WILLIAM BLOSS
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2TT, UK

E-mail: w.j.bloss@bham.ac.uk

STEPHEN BALL
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Non-exhaust

particle

emission sources

In addition to the by-products of fuel combustion, there are other ways that vehicles
can contribute to particulate air pollution. As part of her PhD studies, completed in
2009, Samantha Lawrence from the University of Hertfordshire investigated the
sources and measurement of non-exhaust vehicle pollution.

Atmospheric particle pollution

Atmospheric pollution is a global problem and the links
between poor air quality and adverse health effects are well
documented (e.g. Dockery and Pope, 1994; Miguel et al.,
1999). Air pollution is thought to be directly responsible for
a reduction in the life expectancy of a person living in the
UK by an average of 7-8 months. This corresponds to addi-
tional health costs of up to £20 billion each year (Defra,
2007). As part of a number of measures to improve air qual-
ity, the European Union (EU) issued the ‘First Air Quality
Daughter Directive’ in 1999 (1999/30/EC) (http://europa.eu/
legislation_summaries/index_en.htm) followed by a number
of amendments, with the latest directive (2008/50/EC) pub-
lished in May 2008.

Road transport is a major source of air pollution, and particu-
late matter (PMj,) emissions from vehicles account for 20%
of primary emissions nationally and ~70% of the total PM;,
emissions in London (PM,, is particulate matter with an
aerodynamic diameter of up to 10 um) (Fuller and Green,
2006; Mattai and Hutchinson, 2006). Although particulate
exhaust emissions from vehicles are regulated, non-exhaust
vehicle emissions are not at present subject to regulatory
scrutiny. This article describes the sources and measurement
of non-exhaust particulate emissions.

Road transport emissions

Recent studies have shown an increase in the number of UK
registered vehicles; almost 34 million vehicles were regis-
tered in the UK during 2007, an increase of 2% compared to
the previous year (DfT, 2008). As vehicle numbers increase,
road transport is expected to continue to be the largest emis-
sion source of particles into the atmosphere for the foresee-
able future. Legislation and policies have focused on reduc-
ing the impact of vehicle exhaust emissions and, as a result,
annual concentrations have actually decreased. Figure 1
shows the average annual concentrations of PM, in London
at three different types of monitoring station: outer London

background; inner London background; and a central Lon-
don roadside (Fuller and Green, 2006). There is a clear dif-
ference between the background and the central London
roadside site, highlighting the impact of traffic emissions. A
reduction in PM;, concentrations from 1996 — 2001 can be
seen. After this time, concentrations appear to level off with
a slight increase during 2003 owing to a number of particle
episodes caused by secondary PM, from distant sources and
photochemistry.

So why, after the introduction of strategies to decrease PM;g
emissions including the introduction of exhaust emission
limits and the installation of particle traps in new diesel vehi-
cles, have PM,, concentrations remained relatively stable?
One suggestion is that car manufacturers have adjusted the
engine’s emission map. This adjustment may result in lower
emissions when vehicles are driven under the conditions of
the standard test-cycles (Harrison e al., 2008). However,
when driven in normal circumstances, vehicle particle emis-
sions could be much higher, resulting in an underestimation
of exhaust emissions. Another possibility is that the legisla-
tion only focuses on reducing emissions from the exhaust
pipe of the vehicle and ignores other vehicle-related emis-
sions. As traffic volumes increase, the problems associated
with non-exhaust emissions will become more apparent.

Why are non-exhaust emissions im-
portant?

Studies have shown that non-exhaust emissions can equal or
surpass those from the exhaust pipe. In Berlin, vehicular
emissions increased PMj, concentrations by up to 40%
(Lenschow et al., 2001). Over half of this increment was
assigned to non-exhaust emissions. In some parts of the
USA, 90% of PM,, levels come from non-exhaust emissions
(Abu-Allaban et al., 2003). Jones et al., (2008) found week-
day non-exhaust emissions at a roadside site in Birmingham,
UK contributed ca. 20% of PM,;, emissions. Even with
mounting evidence regarding their significance, there is still
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Figure 1: Annual mean PM;, concentrations in London, 1994-2004.

insufficient legislation to reduce non-exhaust particulates —
partly due to the limited amount of information about their
origins and concentrations.

What are non-exhaust emissions?

Non-exhaust vehicle emissions are released through proc-
esses unrelated to fuel combustion and not emitted from the
exhaust pipe of the vehicle. Non-exhaust emissions are gen-
erated:

° during the mechanical processes associated with
driving such as brake, clutch or tyre wear;

® through road surface wear or the resuspension of W
road dust as the vehicle travels over the road sur-
face; and

L] from the corrosion of vehicle components.

Brake wear. Brakes reduce vehicle speeds by using friction
to convert kinetic energy to thermal energy, producing debris
and particles through the abrasion of the brake linings, ro-
tors, pad or discs. During a lifetime, 80% of the brake’s fric-
tion material will wear away (Garg et al., 2000). Figure 2
clearly shows brake dust collected on a vehicle wheel; this is
either released into the atmosphere or deposited onto the
road surface ready to be resuspended by other vehicles. A
number of factors can contribute to differences in wear rates,
including the brake pad’s chemical composition and its mi-
crostructure, rate of wheel rotation, pressure, rubbing speed,
the metallic counter face, contact surface temperature and

the resistance of the weight being stopped (Ingo et al., 2004).
Brake materials are a mixture of modifiers, binders, fillers,

lubricants and carbon material. Brake dust contains high
concentrations of Al, Ba, Ca, Cu, Fe, K, Mg, Sb, Ti and Zn
(Hildemann et al., 1991; Kennedy and Gadd, 2003). Re-
searchers have found that during braking, an average of 35%

Figure 2: Brake dust collected on a vehicle wheel



Figure 3: Worn tyre particles on a road surface.

of the brake wear material is lost and emitted as airborne
particulate matter (Garg et al., 2000). Researchers have
shown that brake wear may account for 14% of the total
PM, mass (Stocker and Carruthers, 2007).

Tyre wear. During rotation, tyres abrade against the road
surface and the abrasion of the tyre tread generates particles
of dust and debris. Tyre wear is a growing problem owing to
the ever increasing number of tyres in use. In Britain, over
47 million tyres were discarded during 2005 — about 100,000
worn tyres a day (Used Tyre Group, 2007). Figure 3 shows
tyre wear particles deposited on a road surface. As vehicle
numbers increase, the number of tyres in use could be as
much as 200 million by 2021 (Environment Agency, 1999).
Tyres are a complex mixture of very different materials,
including steel cord, several types of rubber, carbon black
and other organic materials and inorganic compounds. Dur-
ing braking, the majority of the weight of a front-wheel drive
vehicle is shifted onto the front wheels of the vehicle. Also,
the engine is normally positioned at the front of the vehicle,
so additional weight is loaded here. This explains why the
tyre wear from the front wheels of a front-wheel drive car
accounts for 69-85% of the total tyre material lost per vehi-
cle per km (Luhana ef al., 2004). Tyre wear particles contain
high concentrations of Al, Ca, Fe, Na and Zn, and organic
compounds such as styrene butadiene rubber, benzothiazole
and polycyclic aromatic hydrocarbons (Hildemann et al.,
1991; Rogge et al., 1993; Kennedy and Gadd, 2003). It is
calculated that tyres contribute 11% of the total PM;, mass
(Stocker and Carruthers, 2007).

Road surface wear. Road surface wear particles are pro-
duced as a result of the shear forces caused by the relative
movement of the surfaces during the interaction between the
road surface and a vehicle’s tyre. Studded tyres and traction
material used in Nordic countries, northern parts of the USA,
Japan, and Canada increase road surface wear. Within

Europe, concrete and asphalt based road surface materials
are commonly used. Concrete surfaces are composed of
sand, cement and small rocks/stones, whereas asphalt sur-
faces consist mainly of bitumen. Concentration of constitu-
ents can vary widely between different countries, although

| general concentrations of stone and bituminous binders are
90-95% and 5-10% respectively (Luhana et al., 2004). Road

surface wear particles contain concentrations of Al, Ca, Cr,

B e, K, Ni, Si, V and Zn, which are all present in road surface

materials (Kennedy and Gadd, 2003). Road surface wear can
contribute as much as 10% of the PM;, mass (Stocker and
Carruthers, 2007).

Resuspension of road dust. Road dust undergoes a cycle of
suspension in the atmosphere and deposition on the ground
as a result of turbulence from passing vehicles and the ef-
fects of the wind. Resuspended road dust is a complex mix-
ture of particles which originate from natural and anthropo-
genic sources, and the composition of road dust correlates
strongly with local particle emissions. Resuspension of road
dust is thought to be the largest contributor to non-exhaust
particle emissions. However, there are several problems with
sampling and analysing road dust emissions and these have
led to uncertainties in calculations of the contribution of
resuspended road dust to PM,, concentrations: estimates
range from 10-90% (Abu-Allaban et al., 2003; Stocker and
Carruthers, 2007). Emission factors also vary considerably;
emission factors for resuspension vary from 40 mg/vkm
(NAEI, 2008) for the UK to 10,000 mg/vkm, calculated for a
mixed fleet using a dispersion model in the USA, where road
surfaces are very different compared with the UK
(Venkatram et al. (1999). Road transport emission factors
estimate the relationship between the amount of pollution
produced and the number of vehicle miles travelled (NAEI,
2008). Emission factors are used by atmospheric dispersion
modellers and others to determine the amount of air pollut-
ants being emitted in certain areas; this helps to implement
air quality strategies. The UK resuspension emission factor

Gustafsson et al., 2008

Figure 4: A road simulator used in Sweden to gener-
ate wear particles from tyres and different road sur-
faces.
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is relatively crude because it does not account for variations
in vehicle speed or weight and road or weather conditions.
Further research on non-exhaust vehicle emissions in the UK
is urgently needed.

Measuring non-exhaust emissions

Quantification of non-exhaust emissions is a difficult task
owing to the number of uncertainties associated with these
pollutants (Lawrence et al., 2009). Concentrations of non-
exhaust emissions can vary considerably depending on their
origins, which means emission factors can be quite site spe-
cific. Currently there are two different approaches for the
calculation of non-exhaust emission factors for atmospheric
dispersion models: direct measurements (laboratory and
dynamometer tests) and receptor modelling (source appor-
tionment studies) (Lawrence et al., 2009).

Direct measurements. Dynamometer and laboratory tests
are direct methods for measuring vehicle emissions and have
been used by several researchers including Dannis, (1974);
Cadle & Williams (1978), Garg et al. (2000), and
Gustafsson ef al., (2008). Figure 4 shows the road simulator
used by the Swedish National Road and Transport Research
Institute, Linképing to generate particles from tyre and road
surface wear (Gustafsson et al., 2008). Emission factors are
determined by operating a vehicle for a selected period of
time over simulated driving conditions, usually on a dyna-
mometer or on an engine bed. Although these tests provide a
valuable insight into the processes associated with non-
exhaust emissions, they are expensive and time-consuming
and do not accurately represent actual driving conditions,
where weather conditions, road surface and other factors
influence emissions.

Receptor modelling. Receptor modelling (also known as
source apportionment studies) is another method for study-
ing emission factors. Receptor modelling techniques have
been developed to identify and apportion the various source
contributions to particulate matter concentrations in real
world situations. This technique is based on the theory that a
given source can be distinguished by the particles it pro-
duces, their size, density, and chemical characteristics
(Hopke et al., 1980; see also Hopke, 1989 and 1991).
Researchers in the UK have used receptor modelling tech-
niques to reduce the uncertainties related to non-exhaust
emissions. In a Defra-funded project, the Transport Research
Laboratory undertook a literature review of non-exhaust
emissions and developed the ADMS-Urban dispersion
model to improve the prediction of non-exhaust emissions
(Stocker and Carruthers, 2007). Further information may be
found on Defra’s web site (Science and Research Projects:
Road Vehicle Non-exhaust Particulate Matter: Report on
Emission Modelling: Project No. AQ05511).

Road tunnel sampling. Sampling in road tunnels together
with statistical techniques such as principal component

analysis (PCA) and multi-linear regression analysis (MLRA)
have helped to identify non-exhaust emission sources and
allowed the calculation of non-exhaust emission factors
(Luhana et al., 2004).

In research funded by the National Environmental Research
Council (NERC) and the BOC foundation, and undertaken
as part of my PhD studies, we refined tunnel-sampling meth-
odologies. Tunnel sampling was undertaken inside the Hat-
field Tunnel, Hertfordshire, which is part of the A1(M) mo-
torway between Junctions 3 and 4, 0.8 km west of Hatfield
town centre. Figure 5 shows the air sampling equipment

Figure 5: Sampling equipment installed inside a
motorway tunnel.

used (Lawrence et al., 2009). Non-exhaust emissions were
studied from traffic that used the tunnel in peak and off-peak
times. Analytical data (metal ion and organic contaminants)
and source apportionment techniques were used to calculate
source specific emission factors (Lawrence et al., 2009).
Although the results of this study (to be published in 2009)
are related to a tunnel environment, they also provide an
insight into the impact of non-exhaust emissions on road-
side particle concentrations compared with the results from
laboratory tests.
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Public awareness of non-exhaust ve-
hicle pollution

As well as trying to reduce the uncertainties associated with
analysing non-exhaust emissions, we are also attempting to
raise public awareness of this source of traffic pollution.
There is a common misconception that vehicles only harm
the environment through exhaust emissions. If we wish to
reduce non-exhaust emissions, then a greater public under-
standing is needed. Through the creation of a web site
(www.ies-uk.org.uk/non-exhaust) which explains how the

general public can help to improve air quality in general, and
moderate vehicle pollution in particular, we hope that aware-
ness of non-exhaust sources of vehicle pollution will in-
crease.

Summary

As engine vehicles evolve and alternative cleaner (non-
hydrocarbon) fuels are developed, the impact of non-vehicle
emissions will become more significant. Cars containing
large batteries and/or heavy duty storage tanks are likely to
be heavier, and consequently non-exhaust emissions will
increase. Providing policy makers with improved scientific
data on non-exhaust particulate emissions will help to meet
EU objectives and standards, and will benefit both the qual-
ity of our air and public health.
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Veterinary antibiotics In
the terrestrial environ-

ment

Although widely used, surprisingly little is known about the fate and chronic toxicity
of some of the major classes of veterinary pharmaceuticals and their major me-
tabolites in the terrestrial environment, as Melanie J. Bottoms, a final-year PhD
student from the Department of Soil Science, University of Reading, explains.

Introduction

The last twenty years or so has witnessed increasing con-
cern, both academic and public, regarding the fate of phar-
maceuticals in the environment, and there is a growing body
of knowledge regarding their presence and fate in numerous
environmental matrices (Tolls, 2001; Boxall et al., 2002b).
The majority of the work published to date has focussed
heavily on aquatic systems, with an emphasis on investigat-
ing the fate of human pharmaceuticals in sewage treatment
plants (Castiglioni et al., 2006; Gobel et al., 2004; Heberer,
2002) and drugs routinely used in aquaculture (Lai et al.,
1995). Recently however, a number of workers have begun

to consider the fate of veterinary antibiotics in the terrestrial
environment.

A wide range of pharmaceuticals is used in the farming in-
dustry, for example sheep dips to protect animals from para-
sites; antibiotics for disease prevention and treatment; hor-
mone treatments; growth promoters; vaccinations; and
anthelmintics (wormers). It has been well documented that
the chemicals utilised in sheep dips (organophosphates) are
harmful to both human health and the environment (Boxall
et al., 2004), and hormone treatments that have entered the
environment can act as endocrine disrupters in fish (Nash et

Factory / Manufacturer

Disposal | Agricultural usage |
\ 4
Accidental spillage Faeces and urine Wash-off of
applied to land either topical
directly or as ma- treatments
nure/slurry
Incinerator Landfill
v \ 4
S treat Surface
ewage treat- water Soil
ment plant
| Groundwater |
A 4

Drinking water

Figure 1: Pathways to the environment for agricultural veterinary pharmaceuticals from the point of manufacture.
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al., 2004). In 2003, it was reported that 100,000 to 200,000
tonnes of antibiotics alone were being used annually across
the globe (Lindberg et al., 2004). It is clear that veterinary
pharmaceuticals are widely used as both preventative medi-
cine and treatment for a variety of animal ailments.

Routes of exposure

Figure 1 summarises the main routes of exposure to the
for pharmaceuticals used in agriculture
(excluding aquaculture). As can be seen, the primary routes
of exposure are from the factory/manufacturer and from the
end-user (in this case agriculture). It is unlikely that signifi-
cant contamination will occur at the factory level, owing to
the strict legislative controls to which pharmaceutical manu-
facturers are subjected.The term “veterinary pharmaceutical”
encompasses a wide variety of substances with a wide range
of application methodologies. Each of these methods of
application will result in a different route of exposure to the
environment. Sheep-dip chemicals, for example, are applied
topically and can be subject to washing-off by rainfall, re-
sulting in contamination of surface waters and soil (Boxall et
al., 2002b). Medications that are administered via injection,
bolus or in feed, meanwhile, will be excreted by the animal
in its urine or faeces, either as the parent compound or as a
metabolite (Halling-Serensen et al., 1998). These excretions
are then stored as slurry, which is applied to the land as fer-
tiliser, thus allowing veterinary pharmaceuticals to leach into
groundwater or be transported in run-off to surface waters
(Boxall et al., 2002a). Indeed, it has been estimated that
approximately 75% of antimicrobials are excreted back to
the environment (Campagnolo ef al., 2002). Other routes of
exposure include discharge (accidental or otherwise) from
storage facilities, inappropriate disposal methods and input
to river systems from aquaculture (Halling-Serensen et al.,
1998).

environment

Analytical methods

There are no universally accepted analytical methodologies
for the detection of veterinary pharmaceuticals in environ-
mental matrices. Most methods utilise liquid chromatogra-
phy coupled to a mass spectrometer. A few reviews have
been published summarising the techniques that have been
developed to analyse for human and veterinary pharmaceuti-
cals in soils and sediments (e.g. Kim and Carlson, 2005 and
Diaz-Cruz et al., 2003), and the most comprehensive over-
view is a summary by Boxall ef al. (2002b).

Legal requirements

The use and manufacture of veterinary pharmaceuticals is
highly regulated, to avoid both risk to human health and risk
to the environment. It is now a legal requirement, under EU
Directives 81/851/EEC and 81/852/EEC as codified by Di-
rective 2001/82/EC and amended by 2004/28/EC, that an
environmental risk assessment is carried out on any new
veterinary medicine (Koschorreck et al., 2002), and on older

medicines when their licences come up for renewal (Boxall
et al., 2002b). This process requires acute toxicity tests to be
conducted to determine the lethal concentration (LCsp) or
dose (LDs) of the drug on representative indicator species
(e.g. microorganisms, plants, and earthworms for terrestrial
ecosystems) (European Medicines Agency, 2004). Chronic
tests are also required on earthworms. If there are then spe-
cific concerns, chronic toxicity tests may be conducted on
other indicator species (European Medicines Agency, 2004).
All of these test stages, however, are only carried out if there
is an indication that the compound may pose an environ-
mental risk (Boxall ez al., 2002b) as determined by its Pre-
dicted Environmental Concentration (PEC) (European Medi-
cines Agency, 2004). As such, these tests are not carried out
routinely on all drugs. The tests are also limited in scope. It
is unlikely that the pharmaceuticals will be present in such
concentrations as to cause death, but organisms may be sub-
ject to chronic exposure, the sub-lethal effects of which are
unknown (Svendsen et al., 2005). An additional problem
with the use of acute toxicity tests was demonstrated by
Wollenberger et al. (2000), who conducted standard acute
toxicity tests, and OECD (Organisation for Economic Co-
operation and Development) Reproduction Tests on Daphnia
magna (a freshwater crustacean) using oxolinic acid, a phar-
maceutical routinely used in aquaculture. They found that
although the LCs, was established as 4.6 mg/l, no test organ-
ism survived the full three-week reproductive test at oxolinic
acid concentrations greater than 0.75 mg/l, a concentration
substantially smaller than that derived using data from the
acute toxicity tests (Wollenberger et al., 2000).

Resistance

Veterinary pharmaceuticals in the environment pose not only
a potential environmental threat, but also a very real threat to
human health. Public awareness has been heightened to
health risks following media publicity of so-called ‘super
bugs’, like methicillin-resistant Staphylococcus aureus
(MRSA), which have become resistant to antibiotics. In-
deed, genes coding for resistance to one group of veterinary
antibiotics, the tetracyclines, have been found in groundwa-
ter (Chee-Sanford et al., 2001), surface water (Knapp et al.,
2008) and river sediments (Pruden et al., 2006). They are
becoming so prevalent in environmental matrices that resis-
tance genes are now referred to as emerging contaminants
(Pruden ef al., 2006). These genes are not just present in the
environment, they are being taken up by organisms. For
example, Ash et al. (2002) found organisms resistant to both
naturally occurring and modified antibiotics in US rivers, a
large proportion of which contained plasmids coding for
resistance, and Engemann et al. (2008) found evidence that
tetracycline resistance genes were being incorporated into
water-column biofilms. Bacterial resistance can be devel-
oped by the insertion of foreign DNA into the chromosome
from a plasmid (Smith, 2004), and these findings are particu-
larly concerning. These concerns have been added to by
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work conducted by Knapp et al. (2008), who have demon-
strated that anthropogenic tetracycline and oxytetracycline in
surface waters can exert a resistance selection pressure. It is
also believed that “contaminated” groundwater may act as a
source of antibacterial resistant bacteria in the human-food
chain (Campagnolo et al., 2002).

Veterinary antibiotics

A number of substances used in farming practice are known
to be detrimental to the environment and have been well
studied, for example sheep-dip chemicals (Boxall et al.,
2002b) and anthelmintics (McCracken, 1993; Ridsdill-
Smith, 1988; Strong, 1993; Wall and Strong, 1987; McKel-
lar, 1997), but less is known about the fate, behaviour and
effects of other groups of veterinary pharmaceuticals, e.g.
antibiotics (Boxall et al., 2004). A number of drug families
make up the class of pharmaceuticals commonly known as
antibiotics. Two of the most widely used groups of antibiot-
ics, tetracyclines and B-lactams, are discussed here.

Tetracyclines

The tetracyclines are possibly the most widely studied fam-
ily of veterinary antibiotics. They are a broad-spectrum
antibiotic, active against Mycoplasma, Chlamydophila and
Rickettsia as well as a range of gram-positive and gram-
negative bacteria (Russell, 2004). Of the tetracyclines,
It has been found to

have an aerobic degradation half-life of 42-46 days, which

oxytetracycline is the most studied.

was found to increase when sediment and sludge were
added, and decrease when not in the presence of oxygen
(Ingerslev et al., 2001). It has a low K,, (Boleas et al.,
2005), a K, of 27,792-93,317 (I/kg) (Rabelle and Spliid,
2000; Kay et al., 2004), and a Ky in sandy soil of 417 and in
sandy loam soil of 1026 (Boleas et al., 2005). It is a mobile
substance, which leaches readily and has been detected in
rainfall runoff water (Kay et al., 2005c).
tilling soil prior to application of slurry has been found to

However, pre-

reduce its movement through a macroporous clay soil (Kay
et al., 2005a; Kay et al., 2005b). The application of manure
can modify the fate and effects of oxytetracycline (Boleas et
al., 2005). In fact, in an experiment by Boleas et al. in 2005,
it was found that oxytetracycline (OTC) concentrations of
0.01 mg/kg soil promoted growth of wheat, causing a sig-
nificant increase in biomass after 7 days in comparison to
plants grown in control soil. However, when the oxytetracy-
cline was administered with a co-addition of manure, inhibi-
tory effects were observed at a concentration of 0.01 mg/kg
soil. This suggests that the addition of manure increases
toxicity to some plants (Boleas et al., 2005). OTC has been
shown to reduce the growth of lettuce and carrot (grown in
spiked soil) at environmentally realistic concentrations
(Boxall et al., 2006).
growth of alfalfa, by up to 61% and 85% respectively, for

It inhibited shoot growth and root

plants grown in a growth solution containing the drug at
concentrations of 0.02 mM OTC (shoots) and >0.002 mM
OTC (roots) (Kong et al., 2007). Kong et al. (2007) also

demonstrated a linear uptake of OTC from a 0.004 mM OTC
solution by alfalfa over 4 hours; uptake was both time and
pH dependent.

In a series of bacterial tests measuring substrate-induced
respiration in the presence of OTC with different soil types,
it has been found that the more strongly sorbed the drug was
the less bioavailable it was. Conversely, the less strongly
sorbed it was the greater the inhibitory effect in the first
instance, but the more quickly the bacterial community re-
covered (Thiele-Bruhn and Beck, 2005). The inhibitory
effect of OTC on soil bacteria has also been demonstrated to
be greater in the presence of copper, a common soil pollutant
in both developing and developed industrial countries. Kong
et al. (2006) found that both substances significantly de-
creased functional diversity and substrate use by bacteria.
This effect was observed in the presence of just 11 uM
oxytetracycline or 20 pM copper, but when the substances
were applied together the effect was more pronounced, sug-
gesting a synergistic effect (Kong et al., 2000).

B-Lactams

The B-lactam family is considered by some to be the most
important group of antibiotics (Benito-Pefia et al., 2006). B-
Lactams include well-known groups of drugs, such as peni-
cillins and cephalosporins (Russell, 2004). In 2004 it was
reported that 50% of all antibiotics sold worldwide were -
lactams (Deshpande et al., 2004). Within the UK in 2007,
the veterinary therapeutic antimicrobial market comprised
387 tonnes of antimicrobial active ingredient, nineteen per-
Of the
products sold, thirty-five percent contained P-lactam drugs

cent of which were B-lactams (Goodyear, 2008).

(Goodyear, 2008). Most B-lactams are active against both
gram-negative and gram-positive bacteria, (Cha et al., 2006;
Pérez-Lozano et al., 2006). They are regularly used in dairy
farming to treat mastitis in lactating cattle. Indeed, of 179
antibiotics utilised for mastitis treatment in Western Europe
and the US, 75% are B-lactams (Riediker et al., 2004). Un-
fortunately, there is growing resistance to these drugs. In
2004 it was reported that 60% of Streptococcus pneumoniae
strains were resistant to the most frequently used f-lactam

antibiotics (Deshpande et al., 2004).

Amoxicillin is a high-use B-lactam. In 2007, 51 tonnes of
active penicillin ingredient were sold to the UK veterinary
market alone (this figure includes sales of amoxicillin, am-
picillin, cloxacillin, nafcillin and panthamate hydroide)
(Goodyear, 2008), whilst in Germany approximately 100 Mg
of amoxicillin is prescribed annually (Schreiber and Szew-
zyk, 2008). Basic physico-chemical data are known for this
compound and can be seen in Table 1. Like the other mem-
bers of the B-lactam family, amoxicillin is readily degraded
in the environment (Cha et al., 2006), but it has been de-
tected in river water at concentrations less than 10 ng/l
(Christian et al., 2003). Amoxicillin has also been detected
in sewage-treatment plant effluents in Italy at concentrations
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up to 120 ng/l (Andreozzi et al., 2004).

Log Kow Log Koc DTsg in pPKa
soil
0.87 865.5 /kg 0.16 — 2.8,7.2
0.29 days

Table 1: Physico-chemical characteristics of
amoxicillin (faken from Boxall et al., 2006).

In aquatic environments, amoxicillin has been shown to have
toxic effects on the blue-green alga Synechococcus leopolen-
sis (ECso = 2.22 pg/l) (Andreozzi et al., 2004), and inhibi-
tory effects on biofilm formation of Aquabacterium com-
mune (at 0.5 pg/l) and Escherichia coli (at 50 pg/l), whilst
having positive effects for the formation of biofilm by E.coli
(at both 0.5 pg/l and 50 pg/l) when also in the presence of
iron (Schreiber and Szewzyk, 2008). In the soil environment
very little work has been carried out. One study looked at
the toxicity and uptake of amoxicillin by carrot and lettuce,
no toxic effect or uptake being observed (Boxall et al.,
2006), whilst another
whether the presence of amoxicillin in soil increased the

inconclusive study investigated

proportion of amoxicillin resistant bacteria present in soil
bacterial communities (Binh et al., 2007). Amoxicillin has
received very little attention from researchers, especially
when considered alongside the frequency of its use. This has
been recognised within risk-assessment paradigms put for-
ward in the literature, with both Boxall et al. (2003) and
more recently Capleton et al. (2006) rating it as a high-
priority substance for the acquisition of toxicity and fate
data.

It is clear that further investigation of the environmental fate
and effects of amoxicillin is required, but additionally the
In the UK in
2007, only 6 tonnes of active antimicrobial ingredient of

other B-lactams should not be overlooked.

cephalosporins were sold, but this is increasing year on year
and has nearly doubled since 2004 (3,240 kg in 2004 com-
pared to 6,215 kg in 2007) (Goodyear, 2008). In the case of
ceftiofur, a cephalosporin antibiotic, it is known that more
than 95% of the dose is excreted within twenty-four hours of
administration in the urine and faeces as a combination of
the parent compound and the two major metabolites
(desfuroylceftiofur and desfuroylceftiofur cysteine disul-
phide) (The European Agency for the Evaluation of Medici-
nal Products, 1999). The two major metabolites retain the -
lactam moiety (The European Agency for the Evaluation of
Medicinal Products, 1999), and thus retain the potential for
biological activity.

Conclusions

The environmental fate of veterinary products is still a devel-
oping area of research. Work needs to proceed rapidly in
order to enable policy makers to act with the most robust
scientific evidence to protect both human health, and our
environmental legacy for future generations. In particular,
research to determine the ecotoxicological effects of the -
lactam drugs on key terrestrial indicator species would help
establish the high priority substances from an environmental
perspective.  Additionally, characterisation of the major
degradation products of the high use veterinary antibiotics is
required. This is especially the case for the -lactams, which
are prone to hydrolysis in the environment (Cha et al.,
2006), as there is little knowledge regarding the properties of
B-lactam degradation products.
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The future of

water and

energy: some links that
provide solutions and

challenges

Professor J. A. (Tony) Allan from the School of Oriental and African Studies
(SOAS), University of London and King’s College London presented this year's ECG
Distinguished Guest Lecture, which took place in Burlington House on March 4th

Introduction: the invisible features of water and energy
supply. The provision of water and energy services is not
well understood by users. The global impacts of water and
energy and their synergies are not even well understood by
those who manage these resources. Users, managers and
policy-makers do not take into account a range of invisible —
natural and economic — processes, which underlie the supply
of water and energy. In addi-
tion, some scientists who
analyse the use and sustain-
ability of water and energy
resources have also ne-
glected the invisible features
of water and energy. The
invisibles have not been
recognised to be part of the
underlying fundamentals
that bring natural resource

security.

Invisible features of water
supply. In the water sector,
the issues which have been
economically and politically
invisible are first, soil wa-
ter, secondly virtual
[embedded] water
thirdly economic develop-
ment plus the international
trade that it enables. All
these interacting invisibles

and

in the water cycle — in the environment, in agriculture, in the
economy and in trade — have enabled local water scarcities
to achieve a degree of water and food security.

The Stockholm Water Prize Sculpture,
which was awarded to Professor Allan, the
Stockholm Water Prize Laureate for 2008

Invisible features of energy supply. Energy is potentially
as invisible as water in the economy but energy — whether
gathered from the forest, hewn from the ground or pumped
as oil and gas — has always involved evident toil and treas-
ure. Society has always been aware of the costs of providing
energy. Although it has at the same time been very bad at
getting price signals to capture the value of non-renewable
energy resources. Both water and
energy are usually and significantly
massively under-priced.

Utilization of water and energy.
The major use of water in our
economies is in the production of
food. Ninety per cent of the water
an individual or an economy needs
is used to provide food. Water con-
sumption per head — which is al-
most all renewable water — has not
changed very significantly since the
beginning of industrialisation two
hundred years ago. Consumption of
energy per head has on the other
hand increased by orders of magni-
tude per head since the beginning of
industrialisation. These increases in
energy consumption have been pos-
sible through the use of dirty non-
renewable energy.

The total use of water resources has
also increased in the recent past. But this increase is because
world population has trebled in the past 50 years not because
the use per head has risen significantly. The increase in the
use of energy on the other hand is mainly because of the
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high levels of energy use per head of the richest billion peo-
ple in the world. They have demonstrated the worrying scale
of a society’s appetite for energy in a more equal and indus-
trialised world. While water use per head has not risen sig-
nificantly, the appetite for energy use per head has been
shown to be as much as 200 times pre-industrial levels.

The role of virtual water. The role of virtual water ‘trade’
in ameliorating water scarcity is possibly the most signifi-
cant invisible commodity. Virtual water ‘trade’ is economi-
cally invisible and more important it is politically silent.
Energy is a much more visible natural resource as the energy
market is the biggest element of global trade by value. Soci-
ety is aware of many of the costs of developing energy re-
sources and has accommodated to paying for coal, oil and
gas and for electrical energy. However, not until recently has
it begun to acknowledge the toxic environmental conse-
quences and costs of the way dirty non-renewable energy has
been utilised.

Politicization of water and energy sources. Both water and
energy are strategic resources and they can be very easily
politicised. The visibility of the value of energy and its
asymmetric distribution enhances its strategic significance
and its tendency to cause armed conflict. Competition for
energy causes wars. Democratic states go to war over oil and
gas. Super-powers have used the global reach of their com-
panies and the supportive influence of their military power to
gain control of the energy market in the past. They are dis-
covering the challenges of retaining that control. It is in the
nature of international politics that the powerful players can
obscure the energy component of conflict in a soup of com-
plex conflictive issues.

Water does not cause armed conflict although it is a major
source of inter-state conflict short of war in many parts of
the world. The invisibility of the environmental processes —
namely soil water, and of economic processes — that is trade,
that bring solutions to the water scarce obscures the out-
comes of mismanaging water. It is easy for knowledge to be
constructed that deludes water consumers and politicians
responsible for water allocation. Water users and water man-
agers enjoy the relief that the invisible environmental and
economic solutions bring them. Anxiety over water scarcity
has been easily back-grounded. As a consequence, water
scarce societies have not been helped to reverse their ex-
travagant and polluting ways of managing water resources.

Water scarcity. Despite the spectacular amelioration of
water scarcity by the invisible trade in food commodities,
there are hotspots on every continent where water resources
are scarce and the environmental services of water have been
very seriously impaired. The Yellow River in China in most
years does not reach the sea. The Colorado in the United
States and Mexico, the Nile the Middle East, the Aral Basin
rivers in Central Asia, the Indus in South Asia and the

Murray in Australia scarcely reach the sea. Groundwaters are
dangerously depleted in every Middle Eastern country as
well as in dry tracts of all the other continents.

Energy scarcity. The shadow of energy scarcity is even
more alarming. Anxiety over the supply of the very flexible
and undervalued fossil energy resources — especially oil and
gas — was palpable in the summer of 2008. This anxiety has
proved to be easily back-grounded with the arrival of the
global financial and credit crises of 2009. Oil price spikes
affect rich and poor directly and they can have serious and
unfathomable knock-on effects when they cause price spikes
in other key commodities as occurred in 2007-2008. The
price of traded food staples increased sharply in 2008 with
serious impacts on poor communities world-wide.

Managing energy and water: three synergies. Nature’s
energy and Nature’s water resources are linked by society’s
economic systems. Society’s futures are dependent on how
its engineers and markets manage them. There are three
important synergies that must be handled effectively to meet
the needs of society. There are also two important outcomes
that must be avoided to ensure that the environment can
provide essential atmospheric services and water environ-
ment services. The three synergies are:

° energy from water
° water from energy, and
o economic diversification plus trade.

The two outcomes that must be avoided are:

° the poisoning of the atmosphere in using and manag-
ing energy, and

° the degradation and exhaustion of surface and ground
waters.

The three synergies are clean energy-managing solutions
that will first, provide water for society. Secondly, is the
synergy that will provide clean energy for society without
destroying the environment. The third synergy is the politi-
cal economy, which through its diversified livelihoods and
international trade can bring water and energy security.

The first synergy is the production of energy with water —
e.g. hydropower and bio-energy. Hydropower is generally
clean, although it has other environmental and social im-
pacts. Bio-energy is only appropriate in water-rich environ-
ments such as Brazil. In almost all other circumstances its
green benefits are purchased at a very high cost by the water
environment.

The second synergy is the manufacture of water with clean
energy, e.g. desalination. At present, desalinated water is
produced with dirty fossil fuel. It will be possible to produce
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clean solar energy that will convert salt water to usable water
without a major carbon footprint. The third synergy in-
volves the already tried and tested global systems of diversi-
fied economies enabling the ‘import’ of water intensive
commodities — especially food. These three synergies can
counteract future water and energy scarcities without damag-
ing either the atmosphere or our water resources.

Future technologies. There is no single way out of the busi-
ness-as-usual environmental tragedy. The three proposed
synergies have to be established. The mix of technologies
will vary. Solar thermal energy is the clean energy genera-
tion solution highlighted here. But solar voltaic, wind, tide
and other clean strategies will contribute to solutions. Clean
renewable solar thermal energy distributed by a new high-
voltage DC transmission could meet most of the existing
energy demands as well as help to meet the strategic de-
mands for high quality water. The use of precious renewable
fossil energy could be massively reduced if renewables were
to be mobilised. The extraordinary qualities of flexibility and
storability of non-renewables must be properly evaluated.

Water and energy security. The example of renewable
solar thermal helps us think about the complex and interre-
lated issues of water and energy security. It will also be nec-
essary to identify and address the behavioural (consumption)
challenges that face society in the water and energy sectors.
Solar thermal energy helps us see the connections between
our energy and water futures. Such knowledge will help in
the discussion about the behavioural, economic and technical
challenges of a clean and secure water and energy future.

An epigrammatic conclusion. It is possible to capture the
importance of society’s consumption behaviour in achieving
clean and sustainable natural resource futures. Our water
consumption options can be understood in the following
rhyme: ‘Down from five to two point five’ (Allan, 2008).
Non-vegetarians consume about 5.0 cubic metres of water
per day. Vegetarians only use about 2.5. Even a shift to 3.5
cubic metres per day would suffice. The atmosphere could
be enhanced by a similar change in diet. ‘Down from seven
to save the heavens.” (Pachauri, 2008) The joint IPCC 2000
Nobel Laureate was commenting on the impact of methane
from ruminants on the atmosphere. He was suggesting a
meat-free day per week.

By such healthy personal consumption and a range of clean
technologies we shall be able to match the demands of a
future global population of eight to nine billions with its
much higher energy demands. The main problems are and
will be society’s consumption preferences.
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Economic perspectives
on water access and

affordability

Introduction

The supply of potable water to the urban population has long
been recognised by public policymakers as one of the key
underpinnings of civic society'. The public policy rationale
underlying this has, however, proved rather difficult to pin
down; with policymakers, ancient and modern, struggling to
Where
clarity over objectives and the trade offs between them has

articulate clearly their particular policy objectives.

been lacking, frequent recourse has been made to vague
‘water is special’ arguments for ex post facto justification of
actions taken: an approach derided by Hirshleifer et al.
(1960) as a smokescreen for sloppy thinking,

“Much nonsense has been written on the unique
importance of water supply to the nation or to
particular regions. Granted that the nation, or any
individual thereof, could not survive without water,
that does not show uniqueness. No human can
survive without food, without oxygen...without
clothing, yet somehow we do not have frequent
conferences and symposiums of public-spirited
bodies on “the clothing problem”...Whatever rea-
son we cite, however, the alleged unique impor-
tance of water disappears upon analysis.”

Hirshleifer, De Haven and Milliman (1960, pp 4-5)

For the purpose of this analysis, three policy objectives are
suggested; echoing the three ‘pillars of sustainable develop-
ment’ articulated at the 2002 World Summit on Sustainable
Development?:

1. Social policy objectives which might include matters
such as the promotion of public health and social

inclusion.

2. Economic policy objectives which might typically
cover the management of public finances and the
promotion of productive efficiency.

3. Environmental policy objectives including species
conservation and environmental protection.

Clearly policymakers will consider all three objectives
across time. However, this paper argues that at particular
points in time the relative weight given to the different cate-
gories of objective will not only differ, but will be discern-
able from the statements and actions of policymakers them-
selves. In other words, one might work back from policy
decisions and actions to policy priorities in a fairly straight-
forward way.

Changing public policy priorities

Evidence for a change in public policy priorities (in relation
to the water industry in England and Wales) is offered by
Bakker (2001). She suggests that over the past three decades
the evolution of water charging policies has revealed a shift
in public policy priorities, away from those emphasising
social equity to those emphasising economic equity. Thus a
system supporting the equalization of charges between re-
gions via direct transfers between water authorities and com-
panies was withdrawn, full cost recovery embraced and a
system of economic regulation introduced to control the
operations of the privatised regional water authorities.
Some movement in the other direction has recently been
observed with, for example, the ban on domestic disconnec-
Nevertheless these and
other recent changes have done little to alter the overall di-

tion for non-payment of charges.

rection of travel.

! Sophisticated and costly systems were used to bring large quantities of water great distances to serve the densely populated city of Rome.
The most famous account of Rome’s water system (De aquae urbis Romae) is attributed to Sextus Julius Frontinus, ‘curator aqua-

rum’ (water commissioner) in the first century AD.

% See Point 5 of The Johannesburg Declaration on Sustainable Development, 4 September 2002.
http://www.un.org/esa/sustdev/documents/ WSSD_POI PD/English/POI PD.htm (consulted on 20 April 2009)
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In Scotland, a similar shift in public policy priorities may be
discerned, albeit that this shift has been less pronounced and
has occurred with a time lag. Thus more recently than in
England and Wales, the principle of full cost recovery has
been embraced, the complex system of water and sewerage
charge reliefs for charitable and other organisations has been
phased out, and an independent economic regulator® created
to ensure the supplier works within strict economic and fi-
nancial targets.

And so to this paper’s central question: what impact have
these recent changes in public policy priorities had on low
income households*?

Impact on low income households

In order to answer this we consider water ‘affordability’
which, in the UK, is understood as, and hence calibrated in

ence in the literature for use of the term ‘water affordability’
rather than the more emotive and less genuinely descriptive
‘water poverty’. And whilst mitigating, it does not remove,
the problem of economic access. Households which spend a
high proportion of their income on water and sewerage ser-
vices have fewer budgetary options than the wealthy. Those
on an unmeasured supply arguably have even fewer options
than those who pay by meter. Regardless of charging and
payment method, however, where household incomes are
inadequate to meet charges, debt levels rise, bringing with it
a number of well-documented social problems®.

Drawing illustrative material from recent work relating to
Scotland, Table 1 records the mean percentage gross weekly
household income’ spent on water and sewerage charges for
households classified according to income deciles, at points
in time between 1997/8 and 2005/6.

Income Decile 1997/8 1999/2000 2001/2 2003/4 2005/6
1 Lowest 1.41 2.1 2.81 2.90 3.02
2 0.92 1.43 1.70 1.92 1.93
3 0.76 1.21 1.43 1.65 1.65
4 0.72 1.13 1.33 1.48 1.50
5 0.62 1.00 1.18 1.36 1.29
6 0.56 0.90 1.15 1.22 1.18
7 0.48 0.79 0.99 1.10 1.00
8 0.45 0.66 0.87 0.99 0.93
9 0.36 0.58 0.71 0.81 0.74
10 Highest 0.26 0.39 0.52 0.51 0.48

Source: Family Resources Surveys. Note: Equivalised Income

Table 1: Scotland: Mean % gross weekly household income spent on water and sewerage

terms of, the percentage of gross or net household income
spent on water and sewerage services as a proportion of all
income®. Thus the higher the proportion of household in-
come spent on water and sewerage charges the less afford-
able those charges are deemed to be. The fact that domestic
households may no longer suffer the ultimate sanction of
disconnection for non-payment of charges underlies a prefer-

* The Water Industry Commission for Scotland.

The change is marked, and reflects, primarily, rapidly rising
water and sewerage charges over the period following re-
structuring of the industry in 1996. Table 2 analyses the
same period by household composition, whilst Table 3 fo-
A
similar pattern of increased proportions of household income

cuses only on households in the lowest income decile.

4 Often amongst the economically most vulnerable members of society.

* See Sawkins and Dickie (2005).

®Some of these are set out in a report by Save the Children (1996) which explored the impact of meters on

the consumption patterns of low income households.
7 All estimates presented in this paper have been equivalised.
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Household composition (Scotland)

1997/98 2005/6

Single person without children 0.3 0.8
Couple without children 04 0.8
Three or more adults no children 0.5 1.1
Single person with children 0.6 1.2
Couple with children 0.5 1.1
Three or more adults with children 0.6 1.3
Single pensioner 0.5 1.2
Pensioner couple 0.7 1.3
All households 0.5 1.0

Source: Family Resources Surveys. Note: Equivalised Income

Table 2: Household water and sewerage charges by household composition. Mean % gross weekly household

income spent on water and sewerage.

Household composition (Scotland) 1997/98 2005/6
Single person without children 1.1 3.1
Couple without children 1.6 4.3
Three or more adults no children 1.8 3.5
Single person with children 1.1 2.3
Couple with children 1.8 3.7
Three or more adults with children 1.5 *
Single pensioner 1.1 2.7
Pensioner couple 1.7 3.5

All households 1.5 3.0

Source: Family Resources Surveys. Note: Equivalised Income

Table 3: Household water and sewerage charges by household composition: lowest income decile. Mean %
gross weekly household income spent on water and sewerage.

spent on these services is observed.

Changes in charge levels are, of course, only one aspect of
affordability. Another is the changes in income levels
which, for households in the lowest income decile, are bound
up with changes in social security benefit arrangements.

Without describing current social security arrangements in
detail it is sufficient to note that there is currently no dedi-
cated benefit relating to water and sewerage charges. Sim-
plifying somewhat, the primary benefit that may be applied
by households to their water charges is the personal allow-
ance element of income support, a means-tested benefit
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2001-2 2002-3 2003-4 2004-5 2005-6 2006-7 2007-8
North of Scotland 16.80% 0% 0% -2.24%
East of Scotland 18.50% -0.63%  9.90% 5.00%
West of Scotland 19.60% 17.30% 9.90% 5.00%
All Scotland 4.04% 1.41%  3.48%
Inflation 1.80% 1.70%  2.90% 3.00% 2.80% 3.20%  4.30%
Rossi Index 1.60% 1.70% 1.30% 1.80% 1.00%  2.20%  3.00%

Sources: Water charge increases: Public Water Authorities and Scottish Water. Inflation: figures from UK National Statistics http://

www.statistics.gov.uk/. Rossi Index: National Statistics Online

Notes: Water charge: figure for 2001-2 relates to change between 2000-1 and 2001-2 etc.; Inflation: defined as percentage change in

Retail Prices Index (all items) over 12 months; 12-month inflation figures for 2001 recorded in 2001-2 etc.; Rossi Index: Annual %

change in Rossi is calculated using September RPI and applied the following April. Rossi Index is based on RPI less housing costs, i.e.

RPI (all items) index less rent, mortgage interest payments, council tax and depreciation costs; Income Support (income-related benefits

in general) is uprated in line with September's 12-month rate of the Rossi Index

Table 4: Annual average water and sewerage charge increases. Inflation and benefits uprating (Rossi Index)

which is increased annually according to an index — the
Rossi index — applied by the Government. Whilst indexation
of benefits does seek to mitigate the effect of inflation on the
purchasing power of households it does not, indeed cannot,
do that perfectly. More problematic from the point of view
of water affordability, however, is the extent to which this
indexation has lagged behind increases in water and sewer-
age charges. Table 4 sets this out clearly by recording an-
nual average water and sewerage charge increases alongside
a measure of inflation® and the Rossi index used for benefits
uprating.

To analyse the extent to which benefits-indexation has
lagged water and sewerage charge increases in Scotland over
the last decade, Table 5 records the notional benefit element
within the income-support personal allowance attributable to
water as a percentage of the average charge. As is clear
from the Table from the claimant’s point of view, the posi-
tion has deteriorated markedly during this period.

8 The Retail Prices Index (or RPI).

Affordability and
scarcity

increasing water

So much for the recent past; what of the near future?

Clearly social and economic concerns will continue to influ-
ence the evolution of public policy towards water. More
significantly, however, we might anticipate that greater pri-
ority will be given to environmental objectives as the Gov-
ernment seeks to implement the European Union’s Water
Framework Directive against a backdrop of increasing water
scarcity.

Already political debate over new charging structures to
support environmental objectives such as species preserva-
tion and environmental protection is well advanced in the
UK. As this debate matures it will be important not only to
track its development, but to undertake research into the
impact of environmentally inspired initiatives on low income
Without this, the
chance of building a lasting public policy consensus over

and economically vulnerable households.

water and sewerage service delivery over the next decade —
one of the key underpinnings of civic society — seems re-
mote.
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Year Benefit element Average water & sewer- Benefit element as %
(weekly) uprated age charge: annual of average charge
by Rossi (weekly)
£ £

1995/6 2.32 107 (2.06) 113%

1996/7 2.39 115 (2.21) 108%

2001/2 2.64 231.64 (4.45) 59%

2004/5 2.76 272 (5.23) 53%

2005/6 2.79 283 (5.44) 51%

2006/7 2.85 287 (5.52) 52%

2007/8 2.94 297 (5.71) 51%

Sources: Annual average water charges: 2004/5 to 2007/8: Scottish Water Annual Reports and Accounts. 2001/2: Water Industry Com-
missioner for Scotland (2001) Strategic Review of Charges 2002-2006, Stirling, Figure 38.1, p 356.

Notes: The opening figure is derived from that taken from correspondence from the House of Commons Library to Ms Jackson MP (17th

May 1996). Weekly charges = annual charges/52. This is used as the basis for the benefit series (uprated by Rossi/New Rossi)

Table 5: Changes in income support benefit element and average Scottish household water charges.
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The ECG interview:

Monitoring heaven’s
breath

In the second of a series 1 was torn between science and Facility for Airborne Atmos-
of interviews for the ECG  journalism buta visit to a career fair  pheric Measurement
Bulletin, Adrian Kybett helped put things into perspective — (EAAM). .,

talks to ,Ruth Purvis when | met a really uninspiring jour-

. nalist. It then seemed a natural | was employed at FAAM as an
about her airborne (a.nd progression onto science A-levels  atmospheric chemist and one of my
ground-based) work in then a degree in Chemistry atthe  main duties was the maintenance

instruments fitted permanently to
the aircraft. Universities and the

How did you come to spe- Met. Office can apply for funding to

T . . use the aircraft in the UK or any-
Cla|IS(? n atmospherlc where around the world. The FAAM
chemistry?

team is small unit (13 people from
Met. Office and NERC) so everyone
cannot go with the aircraft all the
time so | ended up being trained to
operate several instruments. One

By accident | suppose. | finished my
M. Chem. and was offered a PhD in
computational chemistry. | had

spent a year of my degree in indus-

atmosphere. try and did not enjoy it that much so of .the main dUtile:Sr l:tal\(jl on cam-
. thought staying in Academia might pallgn Yvas a.s arig .a.n.ager,
Dr Ruth Purvis is a work well for me. Six months into W,hICh IS tgklng rgspon3|b|I|ty of the
Research Fellow at the the PhD | was not enjoying it, then allrc(;aft prl(;‘nar)(; Ig§truments (9ps,
Facility for Ground- my supervisor left and advised me " SPeedan irection, tempera-
b d At heri that the PhD was not really qoin ture, video cameras, etc.), the com-
ase mospheric ygdoing munications with the aircrew and

Measurement, based at anywhere and it may be best to give . L
the University of York up. A professor in Leeds, Prof Mike ground when in flight and most im

K/f / Pilling, gave me excellent advice
WWW.ncas.ac.uk/irgam and told me that | had the capability

to do a PhD and maybe try a differ-
ent area; a colleague had a PhD
What inspired you to be- working with a research aircraft and
come a scientist? would | be interested. | had a bril-  \when on campaign, as with all field-
liant three years which involved work, you end up working long

portantly the data-recording system.
Also you ended up getting involved
with campaign logistics; it is not
easy getting two tonnes of equip-
ment to Niger!

At school | guess | was a bit of a fieldwork in Scotland, Ireland, Ger- days. A typical science flight is
geek and enjoyed my science les-  many and Switzerland and decided 41,0t five hours but your day starts
sons. We had a great chemistry that atmospheric chemistry was the

with instrument warm-up and pre-
flight brief at least two hours before
flight. Then post-flight you have
another briefing, instrument shut-

At the end of my final year at school D€SCribe your work at the  down, putting protective covers on

teacher who also organised lots of  career for me!
outdoor pursuits so | guess we
found him a bit cool!
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the instruments if we do not have a
hangar and the all important data
processing and backup. Although
these campaigns are usually good
fun, the difficult thing at FAAM is
that you have to go on a detach-
ment several times a year, often
spending three months a year away
from home.

Whilst full-time at FAAM | worked
on some amazing projects which
took me all over the world, Africa,
Antigua, USA to name a few! The
good thing about working at FAAM,
besides the travel, is the wide vari-
ety of work that you can be involved
with. My knowledge base has im-
proved dramatically and although
an atmospheric chemist | now have
a broader understanding of aero-
sols, meteorology, contrails, clouds,
etc.

| suppose the downside is that you
do not get involved in the post-flight
research. You hand over the data
and then that is FAAM’s duty over, it
makes it more difficult to improve
your publication record. | guess
that is the difference being a PDRA

at a University and working as a
scientist in a service facility.

And your work at the Facil-
ity for Ground-based At-
mospheric Measurement
(FGAM)...

| am now working on a data analy-
sis project within FGAM. | am hop-
ing to extend the use of the aircraft
to provide a UK-based long-term
observation platform. Whilst at
FAAM | noticed that all the projects
we did were case studies, and
thought it may be useful to try and
tie all the data together in one data-
base. | hope to come up with some
long-term datasets for areas over
the UK. | still work with the aircraft,
(approximately a third of my time is

allocated to FAAM work), but | am
now involved more as a research
scientist. It is nice now to use the
data that | helped collect and actu-
ally be doing some post-flight re-
search!

It is very different working in FGAM
compared to FAAM. FGAM is a
distributed facility so staff are based
in Universities all over the country,
but you end up working in the same
place as other NCAS staff (FGAM is
a service within the National Centre
for Atmospheric Science).

What advice would you
give to people considering
a career in environmental
chemistry?

Go for it, so far | have had a great
experience and met people who
have become friends for life. |
would definitely recommend it as a
career, you get to travel as part of
your job which has to be a good
incentive!

However, it will probably not make
you a millionaire, so it you are moti-
vated by money it may not be the
right career choice for you! Often
most of the jobs are PDRA’ s which
tend to be project-based, perma-
nent positions are few and far be-
tween so you need to make yourself
flexible and be willing to move on in
a few years — either location or on to
a new project.

What are some challenges
facing the environmental
chemistry community now?

| think in the current economical
climate it has to be the funding. In
the past the challenges have always
been to do with the science but |
think this has changed in the past

year. Even though I like to think |
am working in a politically relevant
area (i.e. climate change/ global
warming) it does not mean that we
have guaranteed funding.

What is the most reward-
ing or interesting aspect of
your career so far?

Having my first paper published! It
was a year into my PhD and after
having such as disaster the first
time round it felt like a real achieve-
ment. | guess the other rewarding
aspect is the people you meet. As
you spend spending weeks away
from home you forge strong friend-
ships with those around you, there
are not many careers where you
could end up living with your col-
leagues on a regular basis!

If you weren’t a scientist
what would you do?

This is a difficult one to answer as |
have wanted to be a scientist from
such a young age. | love sport so |
guess a career in that area, as a
coach or a PE teacher.

& What do you do when
not working?

Sport participating and watching. |
play netball regularly, am an umpire
and have done some coaching. |
am also a bit of a football fan and
support Middlesbrough FC.



Royal Society of Chemistry—Environmental Chemistry Group—Bulletin—July 2009

The Institution of

Environmental Sciences

The John

Atmospheric particle pollution has
been linked to a number of health
issues, and a study by the Euro-
pean Commission calculated that
air pollution reduces life expectancy
by an average of almost nine
months across the European Union
(2005 data). Road transport is a
major source of atmospheric parti-
cle emissions, particularly within
urban areas. Current legislation has
only focused on reducing emissions
from the exhaust pipe of vehicles.
New studies have shown that other
unregulated vehicle-related emis-
sions, such as non-exhaust emis-
sions, can equal or surpass exhaust
contributions.

The winner of The Institution of
Environmental Sciences (IES)
John Rose Award in 2008 was
Samantha Lawrence, for her PhD
research on non-exhaust particles.
Samantha Lawrence has used the
£1000 grant to publicise her work
on non-exhaust emissions and to
launch a campaign to encourage
the Government to create appropri-
ate legislation to control non-
exhaust emissions. In collaboration
with the IES, Samantha has also
created a web site with information
on her research, interactive features
and learning resources. Please visit
www.ies-uk.org.uk/non-exhaust.

The IES hosts the John Rose
Award every year to reward out-
standing pieces of environmental

Rose Award 2008

post-graduate research, which have CHARLOTTE COOK,
the potential to motivate people and
facilitate environmental improve-
ment. The £1000 grant is used to
publicise the results of the work to
the general public.

Institution of Environmental Sci-
ences,

38 Ebury Street, London SW1W
oLU

Tel: +44 (0)20 7730 5516

The John Rose Award

2009 Fax: +44 (0)20 7730 5519

Email: charlotte@ies-uk.org.uk

Website: www.ies-uk.org.uk

We are pleased to announce that
applications for the John Rose
Award 2009 are now welcome. The
applicant must have completed, or
be in the writing-up stages of a
postgraduate piece of work that can
contribute to positive environmental
change. Upon winning the Award,
applicants will receive £1000 to
promote their research to the public,
along with the chance to speak at
the prestigious Burntwood Lecture
to an audience of scientists and
environmental professionals. The
Award will be officially presented by
Paul Leinster, Chief Executive of
the Environment Agency at the
2009 Burntwood Lecture on 11th
November at the Royal Society in
London.

Please visit http://www.ies-
uk.org.uk/awards/awards.php for
more information and to apply. The
closing date for applications is 2nd
October 2009.
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Meeting Report

2009 Environmental Chemistry Group
Distinguished Guest Lecture and Symposium

The Future of Water

The Environmental Chemistry
Group held its Thirty-Sixth Annual
General Meeting with the Distin-
guished Guest Lecture and Sympo-
sium The Future of Water on 4th
March 2009 at Burlington House.
The 2009 Distinguished Guest Lec-
turer was Professor Tony Allan
(KCL).

The symposium was designed to
bring together different macro-
perspectives on water, and funda-
mentally it addressed the realities of
environmental strategies for water in
terms of the economic, legislative
and political forces which dominate
environmental change. Each of the
contributors brought a precise, well-
evidenced and independent per-
spective to the symposium topic.

John Sawkins (Heriot-Watt Univer-
sity) began the symposium with a
presentation entitled “Economic Per-
spectives on Water Access and Af-
fordability” and described how pota-
ble water has long been recognised
as one of the key underpinnings of
civic society and how public policy
has for reasons of public health,
economics, and environmental pro-
tection sought to facilitate the deliv-
ery of water to the population. The

balancing of these public-policy ob-
jectives is difficult and sometimes
lacks clarity. This has been espe-
cially true because water has low
substitutability and hence it has been
argued that it has unique importance
and deserves special treatment.
However, public policy has increas-
ingly commoditised water and (via
privatisation) sought full cost recov-
ery, i.e. public policy has moved
from prioritising social objectives to
policies prioritising economic objec-
tives. This ‘new’ policy (manifest as
privatisation) has had a great impact
household finances; for households
in the lowest income decile the Mean
Percentage of Gross Weekly House-
hold Income spent on water and
sewerage increased from 1.41% to
3% from 1997/8 to 2005/6. The shift
of policy to full economic recovery
from households poses the question
as to whether the affordability of
water should still be a responsibility
for government at all, and whether a
shift (driven by, for instance, the
WEFD) to environmental priorities
should occur — and the mitigation of
the effects of such a shift of policy on
economically vulnerable households
be sidelined as an issue. John
Sawkins closed his paper with a
quote from Samuel Johnson “A de-
cent provision for the poor is the true
test of civilisation.”

Discussion took place around the
‘affordability’ of water in the UK, with
one of the positions being taken ar-
guing that water was currently not
unaffordable to any household in the
UK and that the supply of water as a
‘free good’ has led to a situation
where the population ceases to
value it. The view was also taken
that tariff structures needed to reflect
the abilities of all social groups to
pay, and although full cost recovery
was unanimously seen as the way
ahead, mechanisms for supporting
the economically vulnerable to pay
were needed. But it was also clear
that the current form of such inter-
ventions was inappropriate, ineffi-
cient and only partially effective.

Richard Carter’s (Cranfield Univer-
sity) presentation (“Navigating Water
Futures in Sub-Saharan Africa”)
moved from the UK to give a more
global perspective on the future of
water; this future had a very different
significance when contextualised by
a continent which faces the prospect
of climate change with an already
inherently variable climate, fast-
growing urbanisation, profound deg-
radation of land and water, low-
income economies, limited govern-
mental political will, weak institutions
and poor governance (“Bleak trends
seem to be the future™). However,
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in some areas (e.g. Central Africa)
the unavailability of water has much
more to do with the shortage of ser-
vice provision than a physical short-
age, and this is exacerbated by the
‘naturally’ high rainfall variability,
with some areas (e.g. Sudan, Ma-
lawi) showing coefficients of vari-
ability of 30-25% and more. This
variability in rainfall is compounded
by a high variability in groundwater
recharge which is strongly linked to
average rainfall but depends more
on the site and the temporal distri-
bution of rain — and variability is at
its highest at the beginning of the
planting season when the rains be-
gin. The added impact of climate
change is difficult to evaluate —
most of Sub-Saharan Africa is pre-
dicted to experience a +10-20%
change in Mean Annual Rainfall.
Given the population growth, the
increased urbanisation, and the fact
that agricultural production in the
region has remained static for 40
years, huge stresses will develop.
Large-scale solutions — dams, hy-
dropower, and large scale irrigation
— are necessary, but the financing,
managing and environmental im-
pacts of them are very problematic.
Small-scale solutions — water con-
servation, enterprise solutions to
water supply, and farmer-managed
irrigation — are realistic and effective
but do not intervene at the neces-
sary scale. But without solutions,
famine, poverty, disease and envi-
ronmental degradation will get much
worse. The need for nationally
owned policies for the modernisa-
tion and the intensification of agri-
culture, and for investment in water
infrastructure, is paramount. The
discussion which occurred was
somewhat more muted than for the
previous paper where the problems
seemed to be much more tractable
than the almost terminal situation in
Sub-Saharan Africa. The human
predicament there will outweigh any
real consideration of the environ-
ment for the foreseeable future and
the implications of this for the Sub-

Saharan natural environment will be
profound.

Lars Steffensen (Ebullio Capital
Management LLP) spoke eloquently
about the way in which a transpar-
ent futures market for water could
bring a reduction in investment risk
and a consequent growth in invest-
ment in water provision (“H,O Cif
Shanghai — the next big thing . .
.?"). Price discovery was identified
as being the first stage in any water-
futures trading — how does water
cost impact on the price of com-
modities such as wheat and alumin-
ium? And then the fundamentals of
trading were considered — where
would water be traded (New York,
London and Chicago all have the
necessary infrastructure for com-
modity trades to occur), what are
the grades of water which can be
traded (potable, grey, brown?), what
is the lot size (1000 tonnes?), where
are the delivery points (are the con-
sumers mainly in urban centres?)
and who would regulate the trades
(FSA?). The benefits would be sig-
nificant — investment in new water
capacity would be easier because
there would be a long-term lock-in
on the future value of water, liquidity
would be provided to the investors
by speculation, and farmers could
hedge against the price of water —
just as they do currently for fertiliser
prices and energy. The application
of a “Cap n Trade’ process where
only the water in excess of a

‘cap’ (i.e. water defined as essential
(e.g. for public health)) was traded,
was seen as the way ahead. Fu-
tures markets are historical drivers
of growth and wealth creation and
they do this by encouraging invest-
ment, allowing long-term planning
(because the rate of return be-
comes more predictable), and be-
cause risk is reduced. This presen-
tation was discussed with all of the
papers in the Open Forum and, as
might be expected, evoked a strong
but rational debate.

Prathivadi Anand (University of
Bradford) began by posing the
question as to what amount of water
it is ‘reasonable’ for an individual to
expect to be able to access and
then moved on to explore how cli-
mate, culture and economic factors
made any answer subjective.

Hence the UN target for 2015 to “. .
. reduce by 50% the proportion of
people without sustainable access
to safe drinking water and sanita-
tion” itself becomes subjective — as
do the data which attempt to meas-
ure global progress towards it. By
all current measures the proportion
of people without access to water or
sanitation has remained the same
since 1990 and hence the 2015
target will not be met; but, when the
subjectivity inherent in the way the
target has been stated is revealed,
this is inevitable. Having accepted
that ‘sustainable access to safe
drinking water’ is a relativistic con-
cept (and so therefore is ‘scarcity’) it
becomes necessary to create a new
paradigm by which water can be
discussed, “It's not the quantity of
water which is the question, it is the
outcomes.” In this respect for an
individual, an adequate (or a
scarce) amount of water becomes
determined by a specific set of ac-
tions (‘functionings’) that an individ-
ual has reason to value, and it is
these entitlements which should be
determined by the institutional struc-
tures that command resources.
Making access to water a human
right is meaningless unless it is im-
plemented and focussed on sub-
stantive freedoms within a society
by creating good (and responsive)
governance which attends to the
capabilities of the governed side-
lines the idea of ‘how much water’ in
favour of how much is achieved by
access to it.
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The Distinguished Guest Lecture
(“The future of water: three wed-
dings and avoiding two funerals?”)
began with Tony Allan emphasis-
ing his view that the nexus between
water and energy make it impossi-
ble to discuss them independently —
hence his lecture would consider
both. He first described the way in
which ‘natural’ soil water was suffi-
cient for mankind for the first hun-
dred thousand years of existence
but as soon as domesticated
sources of meat became available,
diet changed and more water was
required — and the industrial revolu-
tion further increased demand.
Professor Allan hypothesised that
this early evolutionary experience
made man ‘blind’ to the use and
value of water since so much of the
human experience has been with
rain-fed agriculture with invisible
embedded water — hence current
approaches to pricing the value of
water are wrong because they re-
flect this ‘blindness’.

Having offered an evolutionary-
perception explanation of the prob-
lem man has with the value of water
(a problem themed in all of the sym-
posium presentations) the ‘three
weddings’ of the Lecture title were
discussed — each represented a link
between water and energy: water
can be manufactured with energy,
energy can be generated directly
with water (or indirectly via biofuel),

and local energy and water security
has been enabled by trade. For
instance, because of its status as a
trading nation, Singapore can im-
port its food (and hence, indirectly,
the irrigation water used to grow it)
and it also can pay for sufficient
energy to produce 50% of its ‘blue’
water by desalination. The ‘two
funerals’ of the title are those of
water resources (already seriously
depleted and degraded) and the
atmosphere (due to the use of
stored solar energy in the form of
fossil fuels); these are linked and
exert strong positive feedback. As
with many of the previous speakers,
the predictions were harsh, ‘A hun-
dred years to depletion’; though the
movement of water via trade (soll
water in distant catchments is
moved via food to ‘energy-rich’ na-
tions with sufficiently developed
economies to trade manufactured
goods) can ameliorate the situation.
Hence, cheap energy (provided via
solar thermal energy from the
world’s deserts) is a solution for
water ‘scarcity’ — desalination, water
recycling, and trade can occur, wa-
ter depletion and carbon dioxide
emissions will cease. But the nec-
essary creative precautionary con-
structive engagement for such inter-
ventions are lacking, and the atten-
tion of providers, politicians, the
media and consumers is too fickle
to produce a situation by which
such technically feasible solutions

can get political support.

Discussion in the open forum, which
followed the five presentations, was
extensive. The ‘capitalist’ approach
of futures trading was challenged on
ideological grounds. Its basis in the
fundamental drivers of human be-
haviour seemed unacceptable when
lives and the environment seemed
likely to suffer. Who will stop malign
rulers trading their country’s water
at the expense of the population;
especially when the origins of water
may be difficult to trace? However,
although there was a reluctance to
accept it, all of the speakers agreed
about the anthropocentric nature of
man and, unless world peace, per-
fect democracy and change in
man’s nature are imminent, it is
challenging to produce an approach
which could better regulate global
water than trading it.

Dr LEO SALTER

Cornwall College, Pool,
Redruth, Cornwall

March 2009
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Meeting Report

ECG Atmospheric

Chemistry Forum

The first Atmospheric Chemistry
Forum to be organised by the
RSC’s Environmental Chemistry
Group took place at Burlington
House on 2nd April 2009. The Fo-
rum was targeted at PhD students
and early career post-doctoral re-
searchers in the field of atmospheric
chemistry, interpreted in its broad-
est possible sense. Twenty-five
delegates attended, all of whom
delivered a talk or a poster presen-
tation introducing current key issues
in their area and showcasing some-
thing of their own research. Supervi-
sors were deliberately excluded:
that and the fact that the Forum was
kept small contributed to an ethos
that this was the delegates’ own
event to discuss their research and
share their expertise.

The Forum’s most popular subject
area was the atmospheric oxida-
tion of volatile organic com-
pounds (VOC), with four talks and
six posters spanning laboratory
studies of the kinetics of VOC oxi-
dation reactions, development of
VOC oxidation mechanisms, model-
ling studies examining how anthro-
pogenic and biogenic VOC emis-
sions affect the atmospheric envi-
ronment and air quality, and field
observations of ambient VOCs in-

cluding aircraft measurements
made over the rain forest and palm
oil plantations of Borneo during the
recent NERC OP3 field campaign.

Other presentations and discus-
sions could broadly be grouped into
four areas:

1. Aerosols — laboratory and field
studies of aerosol particles and
their heterogeneous reactions,
nucleation of ice cloud particles;

2. Radical chemistry in the tro-
posphere — NO, and tropo-
spheric ozone production, for-
maldehyde photochemistry,
emerging spectroscopic tech-
niques for measuring ambient
concentrations of radicals;

3. Halogen chemistry — halo-
carbons and iodine compounds
in the marine boundary layer,
stratospheric CIO chemistry;

4. Data synthesis, uncertainties
and establishing trends from
observational time series.

Included in that last category was
an excellent and wide-ranging tour
through some of the “Uncertainties
in Atmospheric Chemistry” given by
Prof. Mike Pilling (Leeds Univer-

sity) in the Forum’s Invited Lecture.

The Forum finished with a question-
and-answer session where an
‘expert panel’ comprising Jacqui
Hamilton (York University), Adrian
Kybett (NERC National Centre for
Atmospheric Science) and Caroline
Tolond (RSC Advice & Guidance
Manager) fielded a diverse range of
career-related queries from the
floor. The consensus of the sizeable
fraction of the Forum that later re-
convened in a local hostelry was
that we should do this again, maybe
in 18 months to two years’ time.

A selection of talk and poster ab-
stracts from the Forum will be pub-
lished in the January 2010 issue of
the ECG Bulletin. The organisers
gratefully acknowledge the award of
an RSC Travel Grant: we have no
doubt that the ability to offer our
delegates travel bursaries contrib-
uted substantially to the Forum’s
success.

STEPHEN BALL and WILLIAM
BLOSS

Atmospheric Chemistry Represen-
tatives on the EGC Committee
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